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Abstract. Determining the similarity of two images is a very difficult
task in both machine and human vision systems. Not mention the seman-
tic gap. Thus, in order to reduce this problem this paper developed a set
of methods for retrieving images based on one low level image feature
such as shape. We focused on this important feature of the objects be-
cause there is evidence that natural objects are primarily recognized by
their shapes. In this paper, we proposed an alternative representation of
shapes, that we have called two segment turning function (25TF) which
has a set of invariant features such as invariant to rotation, scaling and
translation. Then, based on 2STF, we proposed a complete new strat-
egy for computing a similarity among shapes. This new technique was
called Star Field (SF). The proposed technique, which is made up of a
set of new methods, was implemented in a test-bed CBIR system that
we called IRONS. IRONS stands for "Image Retrieval based ON Shape”.

1 Introduction

Today huge amounts of new digital documents are available around the world.
Every day different types of digital documents such as text, image, video, audio,
and animation, among others, are added to the Internet or similar technologies.
However, most current search engines’ algorithms use text as a principal doc-
ument descriptor. Techniques which use different descriptors like shape, color,
sound, etc. lag behind text-based techniques. This is why there is a growing
need for efficient visual information retrieval algorithms which go beyond the
text-based retrieval approach. In other words, there is a lack of reliable and ef-
ficient systems to get relevant information contained in multimedia documents.
This paper addresses the problem of retrieving documents that contain visual
information. Although it is true that content-based image retrieval systems al-
ready exist, many of these systems some times retrieve irrelevant documents or
documents unrelated to the user’s query. This problem is caused by the use of
low-level image descriptors; furthermore, these descriptors hardly have a seman-

tic weight. Specifically, this work addresses the image retrieval problem based
on shape, since shape has a meaning by itself.
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2 Visual Information Retrieval

The visual information retrieval problem is an extension of the IR problem to
the images domain. Visual Information Retrieval can be define as: “The use of
technology to obtain result images from a query based on its visual information”
[13]. In other words, its purpose is to retrieve from a database images or image
sequences which are relevant to a query. The Visual Information Retrieval area
(VIR) challenge is to go beyond the text search, which describes the images in
order to store and recover visual information from digital repositories.

There are several reports about recent researches in the visual information
retrieval area. Consequently, many VIR systems have been produced. Accord-
ing to Venters [2] all of these systems can be classified into two main groups:
Commercial Image Retrieval Systems and Prototype Research Systems. Among
commercial image retrieval applications, the following systems stand out: Excal-
ibur Visual RetrievalWare [6], ImageFinder, IMatch [26], QBIC [22] and Virage
[10]. On the other hand, AMORE (3], Photobook [16], PictoSeek [25], SQUID
[23], VisualSEEK [11], Black Box [13] and Keyblock [19] are examples of Proto-

type Research Systems.

3 Shape-Based Retrieval

Perhaps the most obvious requirement of users for VIR systems is to retrieve
images by shape, since there is evidence that natural objects are primarily recog-
nized by their shape [9]. Features vectors which represent object shapes contained
in images are computed in order to be indexed in a database. The query pro-
cess works in the same way that color-based and texture-based retrieval work in
the sense that a query can be an image. But, unlike color and texture retrieval,
shape-based retrieval has another particular way to feed the query into the sys-
tem. This is by means of sketching. Systems which support this kind of queries

must provide the user with a sketch tool [12],[27].

3.1 Shape Representation and Matching

There is no universal definition of what shape is, but it is possible to mention
some well accepted definitions. Shape is the outward form of an object defined
by its outline; shape is the external appearance of something [7]. In this paper we
consider shape as a geometrical pattern, consisting of a set of points, curves, sur-
faces, solids, etc. Shape matching is considered one of the most difficult aspects
of content-based image retrieval since the representation of shapes is often more
complex than color and texture. The difficulty lies in the fact that a common
shape needs a lot of parameters to be represented explicitly.
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4 Shape Representation

Traditionally, a shape is described as a closed polygon. However, the polygonal
representation of shapes is not a convenient way for computing the similarity
among them. In order to overcome this problem we propose a different represen-
tation that we have called two-segment turning function. Our technique is based

on tangent space representation but it has some advantages that are outlined
below.

4.1 Polygonal Representation

Our strategy for computing similarity among shapes starts out getting the out-
line of the shape from an image. Basically, we assume as a premise that each
image we are working with represents just one object. Besides, the’ object has
been previously separated from the background. That means that our images are

binary ones and the objects are represented by white pixels and the backgrounds
by black pixels.

The method for getting the outline consists of two main stages. The first
step designates one pixel of the object border as the starting point. We choose
as starting point the first white pixel which is on the first row that belongs to
the object. The second step consists in tracking down those pixels that make up
the object border. The tracking task is make in the clockwise direction. Figure
1 shows a result of outline detector algorithm.

Fig.1. The image on the Jeft is a binary image and it was the input of the outline
detector algorithm The image on the right shows the result given by the algorithm.

Up to now, a closed polygon which represents the object we are interested in
is obtained; however, this polygon has plenty of vertices. Thé next natural step

is to reduce the number of vertices so that we can apply an efficient similarity
strategy.

4.2 Relevance easure

In order to decrease the number of vertices of a shape it is necessary to calculate
what is the relevance of each vertex. The relevance measure K that we use is
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based on two parameters, the length and the turn angle of two consecutive line
segments which share the vertex we want to compute its relevance. The relevance

is defined as it is shown in equation 1.

B(S1, 52)L(51)L(S2)

1(S1) + U(S2) (1)
where B(S1,S2)I(S1) is the turn angle at the common vertex of the segments
S, S>, and [ is the length function normalized with respect to the total length
of the polygonal curve C. The lower value of K(S1,S2) is, the less contribution
to the shape of the curve of arc S, U Ss is. To stop the evolution process it is
necessary to use a parameter that defines the number of iterations or to use a
threshold which represents the permitted range of values for any simplified shape
vertex. A curve evolution algorithm makes the former task. Figure 2 shows the
results obtained after applying the curve evolution algorithm to a polygon. It is
clear that curve evolution algorithm keeps the main visual parts of the original
polygonal curve and obviously the amount of information has decreased drasti-

K(SI’ S2) —
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Fig. 2. The closed polygon on the left is the evolution of the original polygon, it has 30
segments. On the other hand, the figure on the right shows a stage of evolution with
just 20 segments; in spite of this the main visual parts are maintained.

5 Two-segment Turning Function

The polygonal representation of a shape is not a convenient form to calculate
how similar is that shape to another. In order to overcome this problem and
make easier and more effective the matching process, we propose a alternative
representation that we have called two-segment turning function or 25T F'. Using
2STF a polygonal curve P is represented by the graph of a step function, the
steps on T — azis represents the normalized arc length of each segment in P, and
the y — axis represents the turn angle between two consecutive segments in P.
The former feature gives the name to our proposed technique. Figure 3 shows
the angle that is taking into account in order to build the 2STF'. The angle
is defined by S, and the imaginary line that pass through the segment S1. This
form for measuring the angle has an intuitive reason and this is that the angle

measures the deviation of the second segment in respect to the first segment
direction. It is clear that the angle values are in the interval [—m, ).
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Fig. 3. This figure shows the angle used for 2STF. The angle is defined by the imagi-
nary line passing through the first segment and the second one. A left turn makes the
angle positive and a turn in the clockwise direction makes the angle negative.

6 Star Field

Star Field (SF') is an alternative representation for shapes that allows us to ap-
ply a different algorithm in order to obtain a similarity value of two curves. This
new algorithm we will propose below does not provide a way to determine the
best correspondence among two functions but a very good solution. As a result,
Star Field along with a new similarity algorithm are expected to give an easier
and faster matching process. A Star Field formally is a torus T} x T,, where
T} is a circle of length one that represents the length of a polygonal curve and
T3 is a circle that represents the turning direction of digital steps from 2STF.
Nevertheless, most of the time we consider a SF as a window that shows a 2D
projection of a previously processed torus. This window is made up of stars or

points, that is where the name comes from, and each of them represents the
relevance measure of each 2STF step.

6.1 From 2STF to SF

One of the mayor difference between the use of 2STF’s similarity measure an
the one using SF is regarding to the grade of evolution of the digital curves they
work with. A star field diagram is basically a 2D plane, it is divided horizontally
into two section. The upper section holds the stars that represents vertices of
concave arcs. On the other hand, lower part holds vertices of convex arcs. Each
star on SF is defined by means of two coordinates. The y— coordinate represents
the angle between two consecutive segments. Due to the use of 2STF for rep-
resenting a shape, the interval of the turning angle is [—, 7] radians. However,
in the Star Field the angle is normalized in the interval [0,1]. With respect to
the z — coordinate, these values correspond to the accumulative length of the
steps in 25T'F from the starting point to the current point. In other words, the

T — coordinate represent how far is each vertex from the starting vertex and also
this distance is normalized.

To illustrate the way a Star Field looks like, imagine that the 2STF" has just
decreasing steps, the Star Field representation of this function will be crowded in
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the lower part. This kind of Star Fields represents mainly convex shapes. In the
same way, if the 25T F shows raising steps, that means that it represents a mainly
concave figure and the Star Field is crowded in the upper part. Finally, if a step
has an angle equal to zero with respect to the previous one, the y — coordinate
of the corresponding star has the value .5 in the Star Field, this is because the
values of the Star Field go from [0,1] in both directions. Likewise, if two consec-
utive segments have —m or @ radians the y — coordinate of the corresponding
point in the Star Field has 0 or 1 respectively. To illustrate this, consider figure 4

Fig. 4. Star Field, real representation. Actually, Star Fields can be seen as a bending
surface like it is shown in this figure. Each star or point, in the Star Field represents
the vertex that is shared by two consecutive steps from the equivalent 25T'F.

As we have mentioned before, a Star Field diagram is basically a 2D plane.
In order to transform a torus into a 2D plane, we imaginatively cut the torus on
two places following dotted-lines as it is shown in figure 5. Then, it is necessary
to bend the surface, in the sense the arrows show, to get our desired 2D plane.
As a result, we obtained a plane similar to the one shown in figure 6
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Fig. 5. This figure shows where to cut the torus and in what direction we have to bend
it, so that a 2D Star Field representation is obtained.

Since Star Field is based on 2STF, it has the same invariant characteristics
as 2STF, demonstration of those features are beyond the scope of this paper,
for further details see [4].
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Fig. 6. 2D Star Field representation obtained by means of cutting and bending the
torus in the way we explained above.

7 Matching Graph

So far, a new convenient way for representing a polygonal curve has been pre-
sented. This new representation give us an idea of who similar two polygonal
curves are. However, we need a precise measure. So, we proposed a new similarity
measure that makes use of a graph that has particular features. In this section
the construction process of this graph is presented.

Given two polygonal curves P, and P> and their Star Field representations
SF; and SF, the graph G that allow us to compute their similarity is defined as
follows. G = (V, E) where V and E are disjoint fnite sets, We call V the vertex
set and E the edge set of G. Our particular graph G has a set V which consists
of two smaller subset of vertices vy and ve. V' = vy Uy, where v; is the set of

point of SF and v, is the set of points of SF>. On the other hand, E is the set
of pairs (7,s), where 7 € v; and s € v,.

According to previous definition the edges of our graph, that we will call from
now on matching graph or MG, consists of two points and each point comes from
a different Star Field representation. But also a new restriction will must be in-
troduced, this is stated as follows. V(r,s) € E, there is not more that one pair
(r,s) that has the same point s. This restriction has an intuitive idea and this is,
one point of the first curve can be matched with n points of the second one but
not in the inverse sense. We have to say that the number of points of each Star

Field can be different and that is because we can match polygons with different
grade of evolution.

7.1 Matching raph

The main idea behind the construction of the matching graph consist in building
a connected weighted graph so that an algorithm to find the minimal spanning
tree is applied. The minimum spanning tree is a subset of edges that forms a
tree that includes every vertex, where the total weight of all the edges in the
tree is minimized. This way, the lower value of total weight the more similar are
the shapes involved. But, in order to get the desired result the matching graph
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must be constructed in a very particular way. This method of construclion is
shown in the Matching graph construction algorithm .

Matching graph construction

input: two set of points S/ and SI% that define the two Star Field
representations, an increment A and a distance d
output: a connected weighted graph

rotate in the x direction S/ and SF2 so that, the most import star
of each SI' coincides in the center of the window

9. for each point sfipn from the Sf) do

3. look for those points that belong to SFz, that stay at most a
distance d in all directions from sfipn and that have not been
connected previously

4. connect sfipn with each point found in previous step and assign a

equal to the euclidian distance of the two vertices to each

1.

weigh
edge
5. if there wasn’t any connection,

step 3
6. Select one point of SF; and connect the rest of the points from SF)

with it; finally assign each edge generated in this step a weigh
equal to zero

increase d in a value A and go to

Given two identical shapes with the same number of steps, the total weight
of the spanning tree is equal to zero. This is, because each star is connected with
the corresponding one and since they have the same value of x — coordinate
and y — coordinate the euclidian distance is equal to zero. Additionally, we have
mentioned that all the stars from the first shape are connected with a weight
equal to zero. As a result, the values of the path through the spanning tree is
zero, that means that they are identical. The algorithm for finding the minimum

spanning tree most of time is called Prim’s algorithm.

7.2 Similarity easure

Finally, we can define how to calculate the similarity among shapes. The most
important part of this calculation is the value of the cumulative weight of the
edges that make up the spanning tree. However, the similarity value is also
affected by a penalty quantity, this is because some stars have not been connected

with the corresponding ones.
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Fig.7. IRONS’ GUI, IRONS was developed using Matlab

8 Results

In the majority of the experiments of this paper we used the database CE-
Shape-1 [21]. The reason why we selected this image database is because this
set of images has been used for testing similar works, this allows us to have
a reference framework to compare with. The Core Experiment CE-Shape-1 for
shape descriptors performed for the MPEG-7 standard consists of 1400 images
divided into 70 classes with 20 images each. A single image is a simple pre-
segmented shape defined by their outer closed contour. Since the 2D objects are
projections of 3D objects their silhouettes may change due to:

— change of a view point with respect to objects
— non-rigid object motion (e.g.people walking or fish swimming)

Table 1 describes shortly a set of shape descriptors which were tested in Core

Experiment CE-Shape-1 and these works are the ones we compare with our pro-
posed method.

First experiment consist in verifying how robust is our method with respect
to scaling and rotation changes. We done this experiment in the way is described

in part A of MPEG-7 standard experiments. Results are shown in table 2. Our
method is labeled as G.

We can say that our method is robust to changes in scaling and rotation as
we have already demonstrated comparing our method with those of the MPEG-7
core experiment. We cannot forget that the 91.40% was obtained in a very strict
experiment and this value is not far from those reported by the the MPEG-7
core experiment and in some cases even better.
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Table 1. Shape descriptors which were tested in the Core Experiment CE-Shape-1

Descriptor Type of “Presented by Technology
descriptor

A contour based Mitsubishi Electric based on the curvature
descriptor ITE-VIL scale-space [19], [20]

B contour based Henry Hertz Institute based on wavelet representation
descriptor in Berlin of object contours [21]

C contour based Longin Jan Latecki and Rolf best possible correspondence
descriptor Lakiimper in cooperation of visual parts [22], [23]

with Siemens Munich

Hanyang University based on Zernike

D image based
descriptor moments [24]
E image based Hyundai Electronics based on
descriptor Industries multilayer eigenvectors [18]
F skeleton based Mitsubishi Electronic tree-matching
descriptor and Princeton University algorithm [25], [26], [27]
G contour based The authors of this Star fields
descriptor paper

8.1 Similarity Based Retrieval

The retrieval rate consists in computing the number of correct matches in the
top 40 retrieved images using a single image from any class as image query.
There are some images in a single class that are semantically related but numer-

it is not possible to have a 100% retrieval rate. The

ically unrelated, this is why,
retrieval rate of the descriptor is near to 72% table 3 shows the precise figures.

Additional experiments using our proposed technique to retrieve images as
well as the IRONS system are described in detail in [4].

9 Conclusions

We proposed a complete new strategy for computing a similarity among shapes.
This new technique was called Star Field (SF). Star Field inherits from 2STF
invariant characteristics. Additionally, Star Field allows us to work with less
simplified digital polygons; since, it permits to define a similarity measure based
on the calculation of a minimum spanning tree from a connected weighted graph.
Among the outstanding points of our set methods we can mention: ease of use
and implement, it uses visual parts as a parameter of similarity like humans do,
it has a good performance as we demonstrated in this paper.

The proposed technique, which is made up of a set of new methods, was
implemented in a test-bed CBIR system that we called IRONS. TRONS stands
for ”Image Retrieval based ON Shape”. IRONS was developed using the Matlab
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Table 2. Robustness to scaling and rotation, our results are labeled as G

Shape descriptor Invariant to Invariant to  Robustness to

scaling rotation scaling and rotation

A 89.76 99.37 94.56
B 88.04 97.46 92.75
C 88.65 100.00 94.32
D 92.54 99.60 96.07
E 92.42 100.00 96.21
F no results no results 85

G 91.78 93.05 91.40

Table 3. Part B results of the Core Experiment CE-Shape-1, our proposed method is
labeled as G

Shape descriptor Similarity-based retrieval
Percentage of correct matches
77.44
67.76
76.45
70.22
70.33
60
71.82

QmMEOQW >

language. IRONS is just a prototype for testing our proposal image retrieval
technique, and it does not pretend to be a full operational system.

To conclude, we proposed an high effective, ease to implement and robust
image retrieval technique which uses the shapes of the objects as a main descrip-
tor. Our approach is comparable in results with those systems which compute
the best correspondence among shapes. However, our approach does not attend
to find the best correspondence but it finds a very good approximation.
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